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Abstract 

The agriculture business loses money and time due to plant diseases. Diagnosing disease accurately 

takes skill and devotion. Infected plants may have spots or streaks of a different color on their leaves. 

Several fungal, bacterial, and viral species can also infect plants. Individual plant disease signs and 

indications are assessed. Neural network applications are growing. Recent research studies have 

determined how well machine learning reviews traditional plant disease diagnosis methods. Deep 

learning, a subset of machine learning, may increase plant disease identification accuracy with a 

convolutional neural network model. 
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INTRODUCTION 

Possible applications of image processing techniques for plant disease diagnosis include edge 

detection and picture compression. Images may be processed in two dimensions or three. In order to 

train and test a convolution neural network, it is necessary to first compress and identify edges in the 

images of plant illnesses. Two-dimensional computer graphics emerged with the introduction of vector 

graphics devices in the 1950s. The next decades saw the progressive replacement of these tools by 

raster-based alternatives. The advent of the X Window System and the PostScript language has had a 

profound impact on the industry. In order to express various numerical forms, electronic visuals, and 

typeset raster images, several image attributes are used. In computer graphics, scaling is a technique for 

altering the size of an image. Reducing one's living space is not an easy task. It is essential to find a 

happy medium between rapidity, fluency, and clarity. When using bitmap graphics, image details 

become more apparent when image size is increased or decreased. The averaged image loses some of 

its own character. In order to re-render vector 

pictures, it may be necessary to allocate a smaller 

portion of the available computing resources. In 

computer-generated animation, it manifests as slow 

rendering in two ways: frame skipping and lower 

frame rates. Both lossy and lossless methods of 

compressing images are now in use. When dealing 

with tasks of a historical nature, lossless encoding is 

preferable. 

 
Image Processing 

Modifying a digital picture using a computer and 

an algorithm is known as digital image 

manipulation (IM). The benefits of digital image 

processing over analog image processing are 

considerable. Digital image processing is a 
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specialized area of application for digital signal processors. The possibility of many algorithms 

processing the input data lessens the risk of issues like noise and distortion building up. Digital image 

processing may be seen as a multidimensional system, since pictures are often specified in more than 

two dimensions. The development of computing and mathematics are only two of the many variables 

that have aided the expansion of digital image processing. 

 

LITERATURE REVIEW 

In 2016, Mohanty et al. [1] reported a technique for diagnosing plant diseases using a trained 

convolutional neural network (CNN). CNN model has been trained on 14 different plant species to 

distinguish between healthy and diseased plants. The model's accuracy was 99.35% on the validation 

data. On 31.4% of test photos from reputable internet sources, the system performs better than a random 

selection model, although it may need more training data to really shine. If alternative models or NN 

training approaches can improve accuracy, this might pave the door for broad use of plant disease 

diagnoses [1]. 

 

Work on image segmentation and soft calculated algorithms for disease detection in plant leaves was 

given by Singh and Misra [2]. Some automated equipment for detecting plant diseases was useful since 

it eliminated the need for regular monitoring in vast agricultural farms and caught symptoms of sickness 

on the leaves of plants as soon as they appeared. For the purpose of automating the diagnosis and 

classification of leaf diseases, the authors of this study provide an image segmentation approach. In 

addition, a discussion of the various disease classification techniques that may be used to plant leaf 

disease detection was provided. Image segmentation, a necessary stage in the diagnosis of plant leaf 

diseases, was performed using the genetic technique [2]. In their 2017 study, Marathe et al. [3] zeroed 

down on the digital image processing and global system for mobile disease detection in plants. The first 

is the loss of crops and plantations by pests and diseases, while the second is the damage caused by 

natural catastrophes such as floods, earthquakes, droughts, famines, etc. The former accounts for almost 

all (98%) of the harm, and just 2% may be attributed to natural calamities and the rest are illnesses. 

Therefore, the capacity to recognize plant diseases is a crucial factor. The standard methods were 

ineffective and full of flaws. Based on the findings of these research, image processing (IP) has been 

used into the analysis of leaf samples for the detection of plant diseases. Different leaf markings and 

patterns might serve as diagnostic indicators. The adoption of digital image processing was another 

breakthrough that helped provide more accurate results. Credible sources such as IEEE and international 

conferences and journals were combed by researchers who found no effective treatments for the plant 

disease [3]. 

 

The IP was first developed by Sujatha et al. [4] to detect diseases in leaves. The identification of plant 

diseases has become a prominent research topic in the field of computer science. Intelligent systems 

may aid in the correct diagnosis of diseases. The leaves are the primary target for microorganism 

attacks. The goal of this research was to detect plant illnesses using just the images supplied. Disease 

detection requires a number of steps, including transforming photos from RGB (red, green, blue) to 

grayscale. Adaptive histogram equalization (AHE) is used to improve image contrast. You may get the 

13 most important features by utilizing a feature extraction method called GLCM (gray level co-

0ccurrence matrix). On the output screen, [4] you can see the results of training the support vector 

machine (SVM) classifier using the gold-standard benchmark images. 

 
In their 2017 review, Kaushal and Bala [5] examined the use of a GLCM and KNN (K-nearest 

neighbor)–based algorithm for plant disease identification. To analyze and make sense of digitally 

collected visual data, image processing was developed. Plant disease detection using photography 

(PDD) was the technique employed. In this research, we use techniques for extracting, segmenting, and 

classifying textures. Textural information in the picture was extracted using the GLCM technique. We 

employ the k-means clustering method to segment input images. In the present method, the SVM 

classifier was utilized to split the input image in half. To make the existing technique more effective, 
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the SVM classifier was replaced with the KNN classifier. The accuracy of disease diagnosis was 

improved by further subdividing the data into multiple groups [5]. 

 
Research on the use of GLCM and SVM for disease detection in leaves was given by Namrata et al. 

[6]. The goal of this suggested activity was to develop an automated system for diagnosing illnesses in 
plant leaves. In this instance, plant diseases were detected using image processing. pictures were 
acquired, pre-processed, segmented, features were extracted, and ultimately, the pictures were 
classified. Classification in this work was accomplished using SVM, and both training and testing 
datasets were made available. Extracting raw data from the IP webcam is the first order of business. 
This image will then be preprocessed to remove noise and sharpen the focus. A classifier will then 
provide a disease categorization to the image based on the extracted characteristics [6]. The image will 
then be split into smaller clusters, each of which will comprise only the sick region. 
 

Sridhathan and Senthil Kumar [7] surveyed the state of image processing-based plant illness 
detection. The conventional method was far more time- and labor-intensive. Early detection of plant 
diseases using automation tools might help huge farms save some crops. In this study, the authors 
provide an automated approach to visual disease identification in plants utilizing IP techniques. There 
are image processing algorithms that can recognize certain leaf color traits, which are then used to 
diagnose plant illnesses and diseases. We employed the GLCM method to classify diseases, while the 
K-means algorithm was used to divide colors into distinct groups. A vision-based plant infection 
strategy was shown to be successful and promising [7]. 
 

Bensaadi and Louchene [8] used a low-cost CNN to assess the categorization of diseases affecting 
tomato plants. They provide a CNN architecture with minimal complexity that may be utilized to speed 
up online categorization of plant diseases. During the course of the training process, almost 57,000 PCs 
were used. To facilitate the training process, nine distinct classes of tomato leaves were shot in their 
native environments and utilized without any background reduction. The suggested model demonstrated 
a high degree of accuracy in differentiating between diseases with a classification accuracy of 97.04% 
and an error rate of less than 0.2%. 
 

Haridasan et al. [9] presented a deep learning–based method for identifying and categorizing rice 
plant diseases. The suggested method for the detection of rice plant illnesses takes a computer vision-
based approach, using IP, machine learning (ML), and deep learning (DL), to safeguard paddy crops 
from the five principal diseases that regularly affect the Indian rice fields. After initial image processing, 
the affected area of the paddy plant was extracted using image segmentation. The aforementioned 
infections were identified just by their outward appearance. Researchers have integrated a support 
vector machine classifier with CNN to detect and categorize many rice plant diseases. When employing 
the ReLU and softmax functions, the suggested DL-based method attained its highest validation 
accuracy (0.9145). A predictive treatment was recommended after diagnosis, which might aid persons 
in the agricultural sector in fighting the ailment. 

 
Tugrul et al. [10] first reported that DL models were effective in identifying plant leaf diseases. In 

this research, they provide cutting-edge CNN architectures for disease detection in leaves. As part of 
this study, a potato leaf database was compiled for future use in both training and testing. They sent the 
input images from the given training dataset into a CNN, which then extracted the characteristics needed 
for disease classification. The model was trained using 1700 photos of potato leaves, and then around 
600 of those images were used for testing. Disease diagnosis was done in citrus groves using CNN, DL, 
baseline, and TL. The suggested architecture improves upon the present state-of-the-art ResNet models 
in terms of training, testing, and experimental correctness, reaching a level of 99.62%. 

 
Research Gap 

Agriculture has been cited as a major source of personal income in several nations [1]. Natural 

circumstances of the land and local needs guided farmers in their efforts to cultivate food crops. The 

scarcity of water and the danger of natural disasters are two of the most pressing issues farmers face. [2]. 
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There is a need for more investigation on paddy leaf detecting difficulties. Since such a technique may 

increase food output [3], consulting a specialist is not necessary. There is a growing need for research in 

plant disease diagnosis [4]. The most challenging component of the job is recognizing and detecting plant 

diseases. Plant diseases must be identified if agricultural output and yields are to be preserved. Researchers 

believe that plant disease detection research might reveal disease trends in plants [6]. Hand-made plants 

are tough to keep track of in terms of health. Plant disease detection and image processing methods are 

frequently employed since manual processing involves a lot of time and expertise [7]. Data retrieval has 

involved the gathering of pictures to diagnose and track down diseases. A picture must first be split and 

pre-processed before it can be used. Characteristics are ultimately retrieved to categorize the objects in 

question. For polluted plants, these methods may be helpful [11]. Leaves from a variety of species have 

been linked to a wide range of diseases. According to the kind of plant that is infected, the disease's 

symptoms will be different. Plant pathogens come in many shapes, sizes, and colors. It has been shown 

that plant leaves may cause a variety of illnesses, from allergies to cancer. Some plant diseases seem pink, 

while others appear brown, according to experts [12]. Tumors may seem the same from the outside, but 

their colors may vary drastically on the inside. On the other side, some share a hue but have a unique 

shape. Following segmentation, some of the disease-related traits may be recovered [13]. To identify plant 

diseases, scientists have traditionally looked at the plants with their eyes, which takes longer and costs 

more on large-scale farms [14, 15]. Performing this procedure is an uphill battle. In the process of 

diagnosing a specific illness, mistakes might be made [16]. The severity of plant leaf diseases must be 

taken into account in light of the decrease in rice output [17]. 

 

RESEARCH METHODOLOGY 

The traditional definition of research is an exhaustive, systematic inquiry. It is capable of searching 

for data on any topic imaginable. The emphasis is on a certain area of study. There are six parts to this 

chapter. In the first part, we discuss the applied study methodology, which equips researchers with the 

know-how to pick appropriate processes, scientific instruments and methodologies, and study materials. 

The methods and equipment that went into the study are broken out in further detail in the second part. 

In the third part, we introduce MATLAB, a software package integral to the presented tools and 

technologies. CNN technique utilized to represent the various graphical qualities. where a more efficient 

edge detecting technique is named and the relevance of the parameter is revealed. 

 

Case Study Method 

In this study, we used the experimental method of research. The study has examined the effectiveness 

of the suggested nutrition prescription model and the impact of clustering on unstructured nutritional 

data. The .net and MATLAB modules were built for simulation purposes. In the current study, we gather 

data for sentiment analysis from the outset as shown in Figure 1. 

 

 
Figure 1. Process flow of proposed work. 
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PROPOSED MODEL 

Now, we are trying to figure out how to spot infections in paddy leaf plants. Severe disease causes 

destruction to the leaf in a characteristic pattern. This tends to indicate that a diagnosis of the disease is 

required. By applying image processing techniques in advance, tasks like resizing, compressing, and 

discovering patterns using an edge detection approach have become possible. An edge detection 

component has been added to the detection process, which successfully eliminates the colored, 

irrelevant sections of the image. Improvements in efficiency result from the elimination of such 

obstructions. There are several approaches to edge detection, such as Previtt, Sobel, Robert, and Canny. 

Smart edge detection was used, and now the suggested task is of higher quality. 

 

Working of CNN Model for Classification 

One such approach is the use of a traditional neural network for training and evaluating images. There 

is a separate database for pictures of healthy leaves, and another for pictures of leaves that are unwell. 

Parameters such as epochs, hidden layers, classification algorithm, iterations, batch size, connected 

layers, and so on must be set up before a CNN model can be initialized. To train the model, 70% of the 

photos were utilized, whereas just 30% were used for testing. 

 

A confusion matrix was generated for the first situation by training and testing using baseline 

graphics. After that, we calculate metrics like accuracy, precision, recall, and f1. 

 

The second technique creates a one-of-a-kind confusion matrix by considering edge-detected photos 

in both the training and testing phases. Finally, the edge detected image's generated accuracy 

characteristics are compared to industry norms. 

 

PROBLEM STATEMENT 

NNs have been employed in the field of plant disease diagnosis, while others have recommended 

using image processing and feature extraction. A flaw in current approaches is that accuracy in plant 

disease classifications is not being adequately addressed. It would also be helpful to have better 

categorization and prediction skills [18]. The suggested study suggests using picture compression and 

edge detection techniques to reduce file sizes and enhance plant disease diagnosis performance and 

accuracy. Therefore, it is necessary to utilize an edge identification technique to remove clutter from 

the plant disease picture. This would allow for more efficient processing of images throughout the 

categorization and prediction stages. It is also important to assess the level of plant disease. Depending 

on how severe a plant disease is, it may or may not be curable. 
 

Inception-Based CNN for Plant Disease Detection 

As the world's population and consequent hunger rise [19–21], so does the risk of plant diseases and 

the severity of their impact on farmers. Early diagnosis of plant diseases might ensure food security and 

decrease economic losses. Examining images of sick plants may sometimes help determine what's 

wrong with them. CNN's tagging skills are used to attain pinpoint accuracy [22]. Specifically, Google's 

'Inception v3' model from their pre-training library is used. A model for plant disease identification is 

trained using Inception v3 and the 'Plant Village Dataset' [23]. The new detection system's efficiency is 

evaluated. In this study [24, 25], the author uses a CNN-based technique to classify diseases on leaves, 

as shown in Figure 2. Building a reliable neural network is challenging. The use of transfer learning has 

the potential to increase output. The Inception v3 model may be used for instantaneous image 

classification and can be further trained to detect additional classes [26]. As a result, Inception v3 has 

potential to be a helpful tool for making accurate diagnoses of plant diseases quickly. In order to ensure 

that the model is properly trained for all features [27], the contour method of categorizing the dataset 

may be used to pick a training set. In this scenario, feature extraction is enhanced compared to what 

may have been achieved with unstructured data labelling. When the procedures outlined in the article 

were carried out to the letter, positive results were obtained [28–30]. These classification schemes for 

plant diseases may assist mitigate their effects on agricultural production. 
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Figure 2. Training and testing of plant images for classification. 

 

 
Figure 3. Plant images. 

 

RESULTS AND DISCUSSION 

Acquisition of Images 

In a rural setting, a high-resolution digital camera was used to capture images of the rice plant's 

leaves. In order to use the photos for illness diagnosis, they must be transferred to a computer. This 

location is where the strategy is put into action. The bulk of this archive is devoted to pictures of ill 

days. Photos were taken at the scene of the crime. Moreover half of the pictures are healthy, but the 

other half show symptoms of the bacterial plague [31]. There are 170 pictures in all, and they show 

everything from explosions to sheath rot. As can be seen in Figure 3, the collection includes 150 images 

of brown spots. 

 

Simulation of the Previous Model [7] 

Deep Neural Network (DNN), artificial neural network (ANN), and DE noising auto encoders were 

predicted to perform worse than traditional methods like DNN JOA. Scientists examined their findings 

across several diseases, including some that are rather prevalent. Seventy percent of the photos were 

utilized for training, 20% for testing, and 10% for verification as shown in Table 1 [32]. 

 

Table 2 displays data matrices generated by the aforementioned procedure [33]. This confusion 

matrix may be used to forecast true positive, false positive, and false negative values.  

 

Results 

True positive: 87 

Overall accuracy: 72.5% 

 

Simulation of the Proposed Model 

CNN and edge detection tools in MATLAB are utilized to put the suggested technique to the test. 

Brown spot, bacterial blight, the norm, sheath rot, and blast disease are all included in this evaluation. 
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The dataset was split into thirds and used for training, testing, and validation, respectively, as shown  

in Table 3. 

 

The outcomes of generating a confusion matrix in the aforementioned manner are shown in Table 4. 

Negative values and genuine positives are both predicted by this confusing matrix. 

 

Results 

True positive: 105 

Overall accuracy: 87.5% 

 

Comparison Analysis 

Here, we show the differences between the filtered and unfiltered data sets side by side. 

 

Accuracy 

Table 5 displays the results of an accuracy comparison. 

 

Table 1. Confusion matrix of previous work. 

 Blast Bacterial Blight Brown Spot Normal 

Blast 22 2 4 2 

Bacterial blight 3 21 2 4 

Brown spot 2 2 25 1 

Normal 5 3 3 19 

 

Table 2. Accuracy parameter of confusion matrices of previous work. 

Class n (Truth) n (Classified) Accuracy Precision Recall F1 Score 

1 32 30 85% 0.73 0.69 0.71 

2 28 30 86.67% 0.70 0.75 0.72 

3 34 30 88.33% 0.83 0.74 0.78 

4 26 30 85% 0.63 0.73 0.68 

 

Table 3. Confusion metrics of proposed work. 

 Blast Bacterial Blight Brown Spot Normal 

Blast 26 1 2 1 

Bacterial blight 2 25 1 2 

Brown spot 1 1 28 0 

Normal 2 1 1 26 

 

Table 4. Accuracy parameter of confusion matrices of proposed work. 

Class n (Truth) n (Classified) Accuracy Precision Recall F1 Score 

1 31 30 92.5% 0.87 0.84 0.85 

2 28 30 93.33% 0.83 0.89 0.86 

3 32 30 95% 0.93 0.88 0.90 

4 29 30 94.17% 0.87 0.90 0.88 

 

Table 5. Comparison of accuracy in both cases. 

Class Previous Work Proposed Work 

1 85% 92.5% 

2 86.67% 93.33% 

3 88.33% 95% 

4 85% 94.17% 
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Figure 4. Comparison of accuracy. 
 

With Table 5 as a guide, we can now compare the success and failure rates of the unfiltered dataset 
to those of the filtered one, as shown in Figure 4. The accuracy of filtered datasets has been shown to 
be higher than that of non-filtered datasets. 
 
CONCLUSION 

In this research, we aimed to better understand how to identify plant diseases. Observations have 
shown that severely diseased leaves follow a certain pattern. This pattern emphasizes the significance 
of establishing a diagnosis. Preprocessing images using image processing techniques allows for further 
scaling, compression, and pattern identification with edge detection systems. The detection performance 
of the edge detection method is enhanced by cutting off the colorful, less significant parts of the image. 
When such things are taken out, things run smoother. The suggested research has considered intelligent 
edge detection because of its higher quality compared to other edge detection procedures. The suggested 
approach has very high precision when it comes to diagnosing plant diseases. The proposed approach 
for plant disease identification is more precise, flexible, and extensible than the existing method. 
Moreover, a remedy for the severe symptoms of the disease was found. The model accurately predicts 
plant disease spread. Simulated findings suggest that compressed and edge-detected images are more 
accurate than standard ones. The proposed work has produced a system that is scalable, adaptable, and 
trustworthy. 
 
Future Scope 

The suggested study is meant to provide more precise findings and a perfect, scalable solution. There 
is potential for the integration of CNN and edge detection methods to dramatically improve future 
projects needing picture categorization. The employment of more sophisticated processes in future 
studies might be fruitful. It may be used for any purpose, not only to image processing studies linked to 
precision agriculture. Research of this kind may find future use in many fields, including business, 
medicine, and the classroom. It is possible to use lossless compression methods that are more robust. 
Additionally, CNN methods should be improved to boost efficiency and dependability. This research 
holds the potential to bring advantages to businesses, healthcare facilities, and schools in the future. If 
more reliable compression techniques were used, the output may be lossless. There is also room for 
development in CNN techniques to make them more effective and trustworthy. There has been a lot of 
research done on the topic of plant disease detection, but it can always be better. The extent of previous 
studies shows that the problem of detecting plant diseases was only partially addressed. Thus, more 
precise measurements are needed. Future research might improve plant disease detection systems' 
efficiency and accuracy. 
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