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Abstract 

This research Paper aims to identify early predictions of students’ academic success with the help of 

different indicators. One of the crucial parts of the study is identifying additional indicators that play 

an essential role in defining students' academic success. Early prediction of success will be helpful for 

various stakeholders such as students, parents, educators/teachers, institutions, universities, and the 

government. Machine Learning is a part of Artificial Intelligence (AI) and is a growing technology that 

enables computers to learn automatically from past data. With different mathematical algorithms, Ma-

chine Learning develops prediction models which predict output with the help of historical data. We 

can apply Machine learning techniques in the education domain to help educators as well as education 

seekers. We can align teaching and learning methods in skill-based education. With the help of different 

machine learning techniques, we can identify factors that are playing measure roles in student success. 

 

Keyword: Education, Machine learning, Artificial Intelligence, different mathematical algorithms, 

SASP 

 

 

INTRODUCTION 

Education is attaining new knowledge, understanding, skills, values, and categorized as formal or 

informal. “Education contributes to improved livelihoods, rapid economic development, reductions in 

gender inequities, strengthened support for democracy, and greater concern for the environment among 

other contributions” (Nhamo & Mjimba, n.d.) [23]. In India formal education is categorized into four 

levels: secondary, higher secondary, graduation, and post-graduation level. Indian Institutions are cat-

egorized in 4 main Categories; University, College, Schools, and Stand-Alone Institutions [1]. 

 

Student academic success is one of the criteria for accessing quality of the educational institutions, 

and it is one of the crucial components. There are different aspects of students' academic success, such 

as exam-oriented, employment-oriented, and higher study-oriented.  

 

In one of the literature student academic success is defined as “Student success is defined as academic 

achievement, engagement in educationally purposeful activities, satisfaction, acquisition of desired 

knowledge, skills and competencies, persistence, attainment of educational outcomes, and post-college 

performance” (Kuh et al., 2012) [16]. While, au-

thors in (York et al., 2015) [37] say “Academic 

achievement, satisfaction, acquisition of skills and 

competencies, persistence, attainment of learning 

objectives, and career success”. 

 

Students’ academic success is generally ex-

pressed in the term of grade or skillset students 

achieved at the end of the education (Yang et al., 

2020) [35]. But their nonacademic factors also af-

fect student academic performance.  
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Student retention is a significant challenge for different educational institutions (Aljohani, 2016) [4]. 

The performance of an institution is measured by various factors such as quality education, campus 

placement, extra-curricular activities, infrastructure, and resources. This study will help institutions de-

velop educational policies, appoint highly qualified faculties, and improve quality education by provid-

ing the best infrastructure and resources. Skill-based education plays a vital role in employment, and it 

is the university's responsibility to design a course curriculum with the industrial collaboration that 

provides extra skill sets and fulfills industrial requirements (Borah et al., 2021) [8]. The aim of the study 

is to find a correlation between the socio-economic background and success of the student, which will 

help universities and governments to design different educational policies, program fees structure, 

scholarships, and financial aids programs or grants [6]. 

 

LITERATURE REVIEW 

Literature reviews are essential for gaining an understanding of the existing research and explore a 

particular topic or area of study, and to present that knowledge. The databases such as Science Direct, 

IEEE Xplore, Springer, Google Scholar, and Research Gate were referred using Machine learning, pre-

dicting students’ academic performance, academic success, student success prediction, higher education 

as keywords [12-15]. 

 

OBJECTIVE 

• To enlist different machine learning techniques used for students’ academic success prediction 

(SASP).  

• To identify suitable accuracy measuring metrics to evaluate machine learning model. 

• To identify indicators which are affecting students’ academic performance. 

• To compare machine learning techniques used for SASP [7]. 
 
SCOPE AND LIMITATION 

The study primarily focuses on prediction of student academic success in the Computer Science do-
main using different Machine Learning Techniques. This study will also design a decision support sys-
tem for different stakeholders. The data of colleges under Savitribai Phule Pune University in urban 
area are considered for research study. There are different colleges are there under SPPU [18-20]  
 
RESEARCH METHODOLOGY 

Data Collection: There are different colleges in Pune University Region. For the study 10% to 20% 
of total college data will be collected. Last 5 years up to the semester 3 or 4 data will be collected for 
study. The data needs for research will be broadly classified into three categories [21,22,26]. 

• Demographic Data: Demographic and socio-economic characteristics of individual student. 

• Academic Data: Prior academic data of students like SSC score, HSC score and university data like 
semester marks. 

• Organizational Data: data related to organization, origin, function, objectives, performance and 
growth [27,28]. 

 
For the specified research primary and secondary data is needed. Secondary data will be collected 

directly from the institutions. Primary data will be collected fresh from student as well as educationist 
using different techniques like survey techniques, questionnaire and etc. The raw dataset will be pre-
pared with primary and secondary data [30,31]. 
 

DATA COLLECTION AND ANALYSIS 

a) Role of Machine Learning for SASP 

To enhance the accuracy of predicting student performance, authors (Zeineddine et al., 2021) [38] 

used Automated Machine Learning technique. ANN, KNN, K-Means Clustering, NB, SVM, LR and 

DT algorithm were taken for study. AutoML gives 75.9 % accuracy and automated ensemble model 

gives 83% accuracy with 10-fold cross validation metric. The study focuses on ensemble learning tech-

niques [33-34]. 
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Authors (Sekeroglu et al., 2019) [29] used Back propagation (BP), Support Vector Regression 

(SVR),Long-Short Term Memory (LSTM),SVM, learning techniques for predicting student perfor-

mance. The student performance dataset (SPD) was used for prediction and student academic perfor-

mance dataset (SAPD) was used for classification with maths and Portuguese courses. Mean squre error 

(MSE), R2 score, Explained Variance (EV) Score and Accuracy metrics were used for measuring suc-

cess of algorithms. SVR gave highest prediction rate and BP is superior classifier with 87.78%. More 

indicator can be considered for study[36]. 

 

In other study authors (Tsiakmaki et al., 2020) [32] used transfer learning algorithm for students’ 

performance prediction in higher education. The improvement in the transfer model was tested using a 

one-tailed, paired t-test (a=0.05). Transfer learning of deep learning technique gives many future direc-

tions. 

 

Authors (Akash et al., 2021)[3] tried to find the correlation between co- curricular activities and 

student academic performance. The techniques used were voting perceptron, logistic regression, MLP, 

and the random forest classifier. The study stated that logistic regression gives highest accuracy highest 

accuracy and with correlation of 69% between CGPA and extracurricular activities. The extracurricular 

activities are major factor in student success prediction and need to be explored more with proper and 

in-depth study. 

 

The study by authors (Aviso et al., 2021)[7] focuses on finding the influential institutional indicators 

which affect graduate employability using classification models. The indicators used for study were 

international research network, inbound and outbound exchange, papers and citations per papers, inter-

national students, international faculty, highly qualified faculty, teacher-student ratio, academic reputa-

tion, employer reputation as a decision variable. The study derived and validates five rule-based classi-

fiers, and it is concluded that there is a significant alliance between research and internalization with 

employability. The future scope is high for this research, and additional indicators might result in a 

different association. 

 

b) Role of Machine Learning for SASP in Indian Context 

In the study, authors (Rathee et al., 2013) [25] used ID3, C4.5 and CART decision tree algorithms to 

predict students’ performance in the final exam. The performance of each algorithm was evaluated with 

accuracy performance measuring metric and it is found that C4.5 gives highest accuracy among all 

classifiers. This approach is suitable for the prediction technique but with highest classifier more accu-

rate result can be generated. In other study, authors (Anuradha & Velmurugan, 2015) [5] used different 

classification techniques to develop a model of student performance predictor. The indicators used for 

study were gender, branch, category, higher secondary grades (HSG) & SSG, living location, hostel, 

family details, previous sem marks, class test marks, and Student End Semester Marks (ESM). It is 

found that overall accuracy of classification was 60% and  prediction rates are not uniform among the 

classification algorithms. 

 
Decision Tree (DT) is a supervised learning techniques used for both regression and classification. 

Author (Hamsa et al., 2016) [11] used DT for SASP with academic records along with initial academic 
information. DT gives result student at risk whereas FGA gives more passed students. It is found that 
the dataset used for study was limited; with large dataset and more classifiers more accurate prediction 
can be generated. 
 

Author (Dhilipan et al., 2021) [10] proposed a prediction system for student identification. Binomial 
logical regression, DT, and KNN classifier machine learning techniques used for the study. Performance 
of each algorithm was evaluated using measuring metrics such as confusion matrix, precision, recall, 
f1-score support. The indicators used for study were 10th marks, 12th marks and three semester marks. 
Binomial logical regression gives highest accuracy 97.05%. Additional features can be used for better 
prediction. 
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In one of the study authors (Pallathadka et al., 2021) [24] used Nave Bayes, ID3, C4.5, and SVM 

algorithms to classify and predict student performance. These algorithms are analyzed with accuracy 

and error rate metrics and it is found that SVM gives highest accuracy 88% for prediction. UCI machin-

ery student performance data set (Cortez & Silva, 2008) [9] was used in the study.  

 

FINDINGS 

1. Indicators such as student demographic records, family background and academic records are con-

sidered for the researches which are not sufficient. Indicators such as students' socio-economic rec-

ords, extra co-curricular activities, internship, and teaching environment also need to be considered 

for a depth research work. 

2. The data set used for prediction was limited in size, for larger dataset result may not be the same. 

3. The previous study predicts results only, but an integrated framework was not designed for improv-

ing the student performance by depicting preventing measures. 

4. The study should cover all aspects of student's success, such as academic, employability, and higher 

studies. 

5. Student Internship is one of the indicators which can be studied as it is directly related to student's 

placement. 

6. Medium of communication is also one of the influential factors in student academic success, which 

is not explored in the previous research work. 

7. The researcher in this field does not provide any integrated framework to support decision-making 

to different stakeholders such as students, parents, teachers, institutions 

8. Accuracy metric is frequently used to measure the efficiency of machine learning models. It is a 

poor measure if we have an imbalanced dataset for prediction. 

9. Mostly classification machine learning techniques were used for prediction. Advanced machine 

learning techniques can be used for improving the performance of the prediction system. 

 

CONCLUSION  

For early student success prediction system there are different indicators need to be considered for 

predicting accurate result. There are different indicators such as personal student’s demographic, edu-

cational, family background, surroundings and environmental factors need to be considered for predic-

tion. Student CGPA score was frequently considered for defining success, but many indicators influence 

student success.  

 

SUGGESSION  

At the end of the research, a well-integrated framework of the influential indicators will be provided. 

Using different machine learning techniques, a well-defined prediction model will be designed for a 

student's early success prediction in higher education. Interactive decision support will be designed, 

which will help different stakeholders to make timely decisions to solve different problems. 
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