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Abstract 

Image caption generation is a software technology that takes an image as an input and produces a 

descriptive caption in text form. In the modern era, this technology finds application in various fields. For 

instance, automatically generating captions for medical images aids in diagnosis and enhances reporting 

efficiency, helping healthcare professionals to quickly interpret complex visuals. In the realm of 

autonomous vehicles, image captioning enables these vehicles to understand and communicate about their 

surroundings, thereby improving safety and navigation. Furthermore, in journalism, generating captions 

for news images can enhance comprehension and engagement for readers. This paper will provide an 

overview of the technologies that can be used to develop an image caption generator using the Flickr8K 

dataset from Kaggle. The implementation includes various tools like OpenCV, which is widely utilized by 

leading tech companies, such as Google and Microsoft. The paper also includes snapshots of the generated 

outputs to illustrate the model’s effectiveness. The primary aim of this implementation is to gain insights 

into the practical use of these tools and technologies in real-world projects. 
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INTRODUCTION 

The aim is to provide a brief idea about how an image caption generator can be implemented using 

tools like Python, Keras, TensorFlow ResNet50 model, long short-term memory (LSTM), and OpenCV 

[1]. The literature review consists of tools and technology description we identified most relevant for 

building the model and then making a framework to showcase the practical implementation of the model 

using flask. 

 

LITERATURE REVIEW 

We reviewed various research papers from different publishers such as IEEE, Springer, EDP 

Sciences, etc. This curated selection serves as the foundation for our investigation into the ever-

changing landscape of image caption generation [2].  

 

LSTM is a type of recurrent neural network 

architecture that excels at capturing long-term 

patterns and is ideal for sequential prediction tasks. 

It uses the tanh activation function. It is designed to 

take individual elements of an information as an 

input and then pass it to the other convolutional 

layer, but it stores the keywords in the form of a 

constant and while making prediction in the future 

it looks back to the keywords it has stored and then 

predicts the next value [3]. One of the most 

important applications of the LSTM model is the 

image caption generation in which it takes the image 

as an input and provides a one liner sentence for the 
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description of the image provided as input. Text generation involves the computation of words when a 

sequence of words is fed as input [4]. Language models can be operated. Although LSTM has numerous 

applications, including machine translation, text summarization, sentiment analysis, question 

answering, and chatbots, it also has some drawbacks. For instance, LSTM requires more time to train 

the model to achieve higher accuracy, lacks true long-term memory, making it less favored by 

developers, and can lead to overfitting due to its potential for high accuracy [5]. 

 

Residual Network 50 (ResNet 50), which is used for image caption generation is a variant of the ResNet 

model. It is a classic neural network commonly used as the backbone for many computer vision tasks. It 

features 48 convolution layers, along with one max pool and one average pool layer [6]. ResNet model is 

important because it solves the issue of finishing gradient problem with most of the neural network 

models. It employs skip connections to address the issue of vanishing gradients. ResNet finds its 

application in: performing image classification; object detection; semantic segmentation, while KERAS 

is an API for deep learning of high level. Python language was used for writing this API for neural 

networks [7]. Keras is widely used nowadays because it provides support to various neural network 

computations which are performed at back and it makes it easy to implement neural networks. Keras is an 

easy and very powerful open-source API for developing complex deep-learning neural network models.  

 

It consists of efficient computational libraries that allow us to define and train neural networks in the 

minimum lines of code. It uses the concept of distributed training of deep learning models [8].  

 

TensorFlow is also an open-source library which was created by Google so that implementation of 

large-scale machine learning models can be done. It was initially used for the purpose of optimizing the 

results obtained by a search to improve customer experience on the browser [9]. Tensors are basically 

containers that are used to hold data in the form of matrix. Just like matrix, which can be of one 

dimension, two dimension, or three-dimension, tensor can also be used to hold data in a 3D space. It 

gives fast and accurate results for dot products and cross products, which are intensively required for 

higher and scientifically complex calculations. 

 

Tensor flow does all the calculation using some graphs that are known as computational graphs. 

Computational graphs have two main elements: operators and tensors [10]. We can also choose to do a 

minor calculation, that is, to execute a part of a graph rather than executing a complete graph this can 

be done by creating a session of the graph. TensorFlow utilizes Python as its primary front-end API for 

developing applications with the framework, but it also includes wrappers for several other languages, 

such as C++ and Java (Figure 1). 

 

 
Figure 1. Architecture of ResNet – LSTM model. 

 

METHODOLOGY 

The process of creation can be broadly classified into 5 categories (Figure 2). They are data collection, 

image processing, model development, testing, and web framework [11]. 

 

Data Collection 

The Flickr8k dataset is a widely used dataset for image captioning tasks. 



 

International Journal of Image Processing and Pattern Recognition 

Volume 10, Issue 2 

ISSN: 2456-6985 

 

© JournalsPub 2024. All Rights Reserved 20  
 

Size 

8000 images with 5 captions per image.  
 

Source 

The images are sourced from the Flickr photo-sharing website.  
 

Annotations 

Each image is associated with multiple captions, providing diverse descriptions for each image. 
 

Usage 

Frequently employed in tasks like image captioning, where models are trained to create descriptive 
captions for provided images.  
 

Image Processing 

Steps involved in image processing are loading an image, displaying images, converting color spaces 
(from RGB to grayscale or vice versa), image manipulation (cropping), image filtering (blur or sharp), 

object detection, saving images [12]. 
 

Model Development 

Clearly define the problem and find sources to collect data relevant to the problem statement [13]. 
Perform data preprocessing by addressing missing values and managing outliers.  
 

 
Figure 2. Step-wise representation of solution designing. 
 

Split the given data points into training, validation, and test data points. Evaluate different model 
configurations. Finalize the model and train the selected model using optimization algorithm [14].  
 

Select suitable evaluation metrics based on the problem type – accuracy, precision, recall, and F1-score 

for classification; mean-squared error and R-squared for regression. Assess the model’s performance, then 
deploy the trained model into a production environment to make predictions on new data points [15]. 

Continuously monitor the deployed model’s performance in real-world scenarios and gather feedback. 
Periodically retrain the model on updated data to check its performance and find scope of improvement. 
 

Testing 

Testing is done keeping some points as standards, such as evaluation matrices, cross-validation, 

feature analysis, error analysis, and evaluate model performance across different groups. Model 
robustness against noisy or outlier data points [16]. 
 

Web Framework 

Python provides a web framework named ‘Flask’, which can be used to create web pages in Python 

using HTML and CSS, thus providing a better user-friendly interface [17]. 
 

IMPLEMENTATION OUTPUT 

When discussing the ‘implementation output’ for an image caption generator, we refer to the results 

produced after implementing and executing the image captioning system [18, 19]. This includes the 
captions generated for images and various metrics to evaluate the performance of the system as shown 

in Figures 3–9 and Table 1. 
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Figure 3. Snapshot of the code. 

 

 
Figure 4. Snapshot of the code. 

 

 
Figure 5. Snapshot of the predicted caption. 

 

 
Figure 6. Snapshot of the output. 
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Figure 7. Snapshot of the output. 

 

 
Figure 8. Snapshot of the output. 

 

 
Figure 9. Snapshot of the model accuracy. 

 

Table 1. Overall analysis of the model. 

Total images 8000 

Total captions 40,000 

Test and training data split 75:25 

Batch size 512 

Epochs 50 

Accuracy % 73.28 

 

CONCLUSION  

In this paper, the introduction to image caption generator and the applications of image caption 

generator in modern era are explained. Introduction to modern tools have been provided to practically 

implement the model. Paper talks about the systematic approach to build a model. Step-by-step 

approach is mentioned from data collection sources to model deployment framework using flask. Along 

with applications of neural networks, ResNet 50, OpenCV, LSTM, and Keras, the limitation of each 

tool is also described, so that problems of overfitting and underfitting can be avoided. Snapshots of the 

designed web page are attached for the reference; the flask framework is used with HTML and CSS for 

improving front-end design of the web page. User needs to upload an image by clicking upload image 

button and then click on predict caption button. After clicking on predict caption button the user will be 

directed to next web page, where output caption will be displayed along with the input image. 
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