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Abstract 

Fish schools and bird flocks are examples of natural phenomena that served as inspiration for the 

stochastic optimization method known as particle swarm optimization (PSO). According to the report, 

PSO has evolved since its introduction in 1995 because of researchers’ constant efforts to enhance and 
adapt the algorithm to meet different requirements and uses. Beginning with its origins and history, the 

paper covers several PSO-related subjects. With an emphasis on several topics, such as algorithm 

structure, parameter selection, topological structure, discrete PSO, parallel PSO, multi-objective 
optimization PSO, and engineering applications, the article examines the present status of PSO 

research and applications. This thorough examination demonstrates PSO’s adaptability and broad 

range of applications in several fields. All things considered, this work seems to be a useful tool for 

comprehending the theory, history and current state of PSO. 
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INTRODUCTION TO PSO 

Optimization problems are ubiquitous across scientific, engineering, and industrial domains, arising 

in tasks, such as resource allocation, process optimization, scheduling, and machine learning. These 

problems are often characterized by complex, multi-dimensional search spaces that make traditional 

optimization techniques inadequate. Particle Swarm Optimization (PSO), introduced by Kennedy and 
Eberhart in 1995, revolutionized the field by offering a robust and versatile approach to tackle such 

challenges. 

 
Unlike deterministic methods, PSO leverages stochastic processes and swarm intelligence, which 

allow it to navigate complex, non-linear, and multi-modal landscapes with efficiency. Its simplicity, 

ease of implementation, and adaptability have contributed to its widespread adoption in solving real-
world problems. This paper aims to provide a detailed exploration of PSO, focusing on: 

• The theoretical foundations that underpin its operation and principles. 

• Its diverse range of applications across scientific, 

industrial, and engineering domains, demonstrates its 

versatility and effectiveness. 

• Key algorithmic variations developed over the 

years to enhance performance and address specific 
challenges [1]. 

• Existing limitations, including issues, like 

premature convergence and sensitivity to parameter 

settings, affect its optimization capabilities. 

• Future research directions that can pave the way for 

advancing PSO and broadening its scope in emerging 

areas, such as artificial intelligence, quantum 

computing, and sustainability-oriented optimization 

problems. 
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THEORETICAL FOUNDATION OF PSO 

PSO is inspired by the collective behavior observed in nature, such as flocking birds and schooling 

fish. This natural phenomenon showcases how individual agents, with limited intelligence, work 

collectively to achieve a common goal. In the case of PSO, particles in the swarm mimic such behaviors 
to explore and exploit the search space effectively. These particles, representing potential solutions, 

communicate and collaborate to find optimal solutions by learning from their individual experiences 

and the overall performance of the group [2–4]. 
 

The algorithm operates on the following principles: 

• Swarm Intelligence: The collective behavior of a decentralized, self-organized system where 

each particle represents a potential solution and contributes to the swarm’s success. 

• Particle Movement: Each particle adjusts its position iteratively, balancing its own historical 

knowledge (local best) with the guidance from the best-performing particle in the swarm (global 
best). This movement ensures diversity in the search process and prevents stagnation at 

suboptimal solutions. 

• Fitness Function: A predefined objective function evaluates the quality of each particle’s 

position, guiding the swarm toward areas of higher fitness within the search space. The fitness 
value serves as a measure of how “good” a solution is. 

 

The velocity and position of each particle are updated using: 

• where; Inertia weight controlling the trade-off between exploration (global research) and 
exploitation (local refinement). 

• Cognitive and social acceleration coefficients, which determine the relative influence of the 

particle’s own experience and the swarm’s collective wisdom. 

• Random numbers between 0 and 1, introducing stochasticity to enhance the algorithm’s 

robustness. 

• The particle’s best-known position so far, represents the optimal solution found by the particle 

itself. 

• The global best-known position of the swarm represents the best solution discovered by any 
particle in the swarm. 

 

This combination of local and global information sharing allows PSO to efficiently navigate complex, 
high-dimensional search spaces. By continuously refining their positions and velocities, particles 

converge toward optimal or near-optimal solutions. However, striking the right balance between 

exploration and exploitation remains a critical aspect of PSO’s design [5]. 
 

FUNCTION OF PSO 

Since the PSO’s introduction, other variants have been developed. Before introducing two 

alternatives, we will only go into detail on how the original one operates. Remember that the main idea 

is that we have swarming particles moving around a problem space while a fitness function is used to 

determine their placements. 

 

According to this PSO approach, a set of particles is seeded into the issue space after it has been 

described, and each particle’s location and velocity are continuously updated. Although PSO has been 

shown to be a successful algorithm with favorable results, it is not by designing a method that guarantees 

the discovery of the best solution because it depends on visits and evaluating the locations of issue 

spaces. Although there are many kinds, the majority all serve a fitness function. Because its definition 

depends on the problem being optimized (especially in terms of its dimensions), we will just call this 

function f(xi), which is short for f(xi,0,..., f(xi,d). This function displays how well the “I” particle is 

positioned in the multidimensional space with respect to the desired result. These weights and binds the 

D dimensions to be optimized given a problem that is described as an optimization in one of the D 

dimensions. Because the technique is multi-dimensional, the positions and velocities of the particles we 
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controlled will have d components; hence, we have positions as xi(xi,0,..., xi,d) and velocities as 

vi(vi,0,..., vi,d). 

 

GLOBAL BEST 

In our approach, we have a completely connected swarm, where all the particles exchange 

information and each particle know the optimal location that every other particle in the swarm has ever 

been to. 
 

Each particle’s position (1) and velocity (2) are calculated as follows: 

 
Mathematical Framework 

Position Update: x(t + 1) = x(t) + v(t + 1) 1 

 

Velocity Update: v(t + 1) = w * v(t) + c1 * r1 * (pbest - x(t)) + c2 * r2 * (gbest – x(t)) 2 
 

where: 

• x(t): Current position. 

• v(t): Current velocity. 

• w: Inertia weight (typically 0.4–0.9). 

• c1, c2: Acceleration coefficients. 

• r1, r2: Random numbers (0–1). 

 

To find their placements, all the swarm’s particles are dispersed as needed over the search space, 

which can be done either uniformly or at random. Although a random integer is commonly used to set 

the velocity, lower values are usually preferred to avoid large initial offsets. The values of the social 

and cognitive component scales are also selected at initialization time because they do not change during 

the optimization process. 

 

Algorithm 2 displays the pseudo-code for the basic PSO approach. Although there are many other 

options available, each of which has a different impact on the algorithm’s performance, we provide a 

simple solution to several problems that were not fully addressed in the initial PSO presentation [3]. 

These elements consist of the genuine PSO algorithm’s halting condition and method 1's particle 

positions and velocities. 

 

When the Local version of the algorithm was introduced by the same author, he mentioned it for both 

versions to prevent particles from flying out of the search space [1]. The main parameterization needed 

with this algorithm relates to the acceleration multipliers and the maximum velocity (velocity 

clamping). You may have noticed that in addition to the algorithm’s parameters, you must also specify 

the search space’s bounds and the algorithm’s maximum number of iterations. However, these 

parameters should be directly derived from the problem being modelled, and the number of iterations 

can be easily set for any reasonable value reported in the literature, such as in the modified PSO [6]. 

 

LOCAL BEST 

This innovation decreases the neighborhood where particles share information compared to the 

original method. The swarm is separated into neighborhoods where particles only share their best value 

with their neighbors, rather than each particle knowing the best value globally. However, neighborhoods 

must overlap for convergence to be most effective on a global scale. Because of this difference, this 

version of the method covers a larger portion of the search space and is less likely to have local 

minimum, but it takes longer to find a solution [1]. 

 

Although slower convergence speed is the price paid for improved search space coverage, it increases 

the likelihood that the best solution will be found in the PSO context. Consequently, it can require more 
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iteration than the initial one to truly come to a consensus. 
 

There are two easy approaches to build the neighborhoods: dynamically by geographic distance 
(which is more expensive to process) or statically by particle index. Nonetheless, there are other social 
network topologies that specify particle distributions in neighborhoods, which are known to affect the 
algorithm's performance [3]. 
 

INERTIA WEIGHT 
This method aims to balance these two PSO inclinations (depending on parameterization) by 

exploring new parts of the search space or by utilizing areas close to current solutions. To do this, this 
variant focusses on the momentum component of equation 2 for the particle’s velocity. You will see 
that when this component is eliminated, the particle’s motion loses sight of its previous trajectory and 
always explores close to a solution. If the velocity component is used or even multiplied by an inertial 
weight (w) factor, the momentum component’s relevance is balanced. The particle will unavoidably 
attempt new regions of the search space due to its limits, rapidly changing its speed in the direction of 
the particle will unavoidably explore new areas of the search space because of its limits, and it will 
swiftly change its speed in the direction of the best answers [7–15]. It needs to “counteract” initially. In 
places where the “time spent” “counteracts” the push from earlier, it permits the study of new concepts 
while preserving the pace already achieved. This variation is generated  worth by applying a weight to 
the previous velocity component. The studies conducted by the author have demonstrated that in. In the 
range [0.9, 1.2], the w value should be as high as feasible to strike a good compromise between 
performance benefit and the algorithm’s ability to locate the desired resolution. Further investigation 
showed that a variable w value significantly increased this ratio; the studied example had a linear w 
drop [6]. 
 

Because fixed inertia weights often do not yield good results, numerous PSO versions have been 
devised. A quadratic function, population information, Bayesian techniques, adaptive changes, and 
exponential decreasing inertia weight strategy are some of these variations [16–18]. 
 
FUTURE AIMS 

To find any limitations and apply the technique properly, future studies will search for the algorithm’s 
shortcomings. Basic uni-modal functions are one example of this problem, where regrouping is not 
necessary because particles rapidly and precisely approximate the global minimizer and no superior 
minimizer can be found. There does not seem to be anything that would prevent the regrouping 
mechanism from being utilized with a different search algorithm as its foundation, even if it has been 
tested using the best conventional PSO to demonstrate its usefulness. When combined with a superior 
local minimizer, such as GCPSO, performance may be improved. Due to the lack of systematic study 
on heterogeneity in PSO, there are still gaps in our understanding of how heterogeneity affects PSO 
algorithms. The development of novel particle swarm optimization methods have a lot of promises. 
 

Appropriate parameter and topology selection is also one of the PSO study areas. 
 
CONCLUSIONS 

In conclusion, social psychologist James Kennedy and electrical engineer Russell C. Eberhart created 
Particle Swarm Optimization (PSO). Based on the idea of swarm intelligence, this method optimizes 
solutions by imitating the actions of swarming animals. The basic idea behind PSO is that particles 
move around a problem space, assess their positions using a fitness function, and modify their velocities 
in response to the swarm’s and their own experiences. While the best local version of the algorithm 
restricts the sharing to particle neighborhoods, the best global version guarantees that all particles 
exchange information about the best solutions discovered. 

 
Exploration and exploitation are balanced in PSO by the weight of inertia. The technique’s 

adaptability, variants, and parameter configurations enhance its efficacy in resolving optimization 
issues, and current studies seek its constraints and provide fresh methods. 
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